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Statistics on the new-generation
agricultural labour force transfer trend
in China based on the maximum

entropy

ZHAOXI Wu'!

Abstract. In order to enhance the effectiveness of the prediction on the transfer trend of the
new-generation agricultural labour force in China, a statistical method for predicting the transfer
trend of the new-generation agricultural labour force in China based on the maximum entropy
has been raised. Firstly, conduct comprehensive analysis from the perspectives of labour force,
cultivated land and agricultural mechanization, fully consider the important impetus of the urban-
rural income gap for labour force transfer and establish the prediction model of the rural labour
force transfer; secondly, learn the rural labour force transfer trend model and make predictions by
aid of the statistical method based on the maximum entropy, meanwhile, improve the traditional
sample estimation model aiming at its large deviation based on the weight probability moment
algorithm; finally, verify the effectiveness of the new-generation rural labour force transfer trend
prediction algorithm in China through the analysis on the numerical model and empirical example.

Key words. Maximum entropy statistics, Labour force, Transfer trend, Prediction, New-
generation.

1. Introduction

With the rapid reform of the household registration system in China, the large
improvement in the level of productive forces and the constant adjustment in the
industrial structure, more and more farmers have escaped from the agricultural
production and become the surplus rural labour force. Predicting the number of
the surplus rural labour force correctly and transferring the surplus rural labour
force effectively are of great significance for solving the issues of issues of agriculture,
farmer and rural area, optimizing the resource allocation, keeping the sustainable and
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healthy development of rural economy, maintaining the social stability and enhancing
the living standard of people.

Firstly, most researches on the rural labour force transfer concentrate on the
empirical analysis on large number of survey data and policy suggestion currently
but lack of suitable economic theory model for making logic and rigorous theoretical
explanations on the transfer rule of the rural labour force. Secondly, the current
algorithms used for predicting the transfer number of the rural labour force include:
point estimation, internal estimation, variance analysis, regression analysis, Markov
chain method, GM (1,1) and evolutionary game theory. The above-mentioned algo-
rithms all take the previously-transferred historical data related to the labour force
as the base period data of the model for simulation and make no consideration of
factors affecting the labour force transfer in the process of establishing the predic-
tion model, in addition, the algorithms are the methods based on pure mathematics,
which can not satisfy the demands of the industrial structure adjustment and sus-
tainable development of agriculture. Finally, the prediction on the rural labour force
transfer is the regression problem for obtaining the prediction model based on ana-
lyzing the sample data, which occupies a small number of only dozens to hundreds.
Therefore, it is needed to fully consider the various influencing factors of the rural
labour force transfer in the process of establishing suitable rural labour force trans-
fer prediction model for quantification to be the input of the model and make the
number of labour force transferred practically in previous years be the output of the
model.

The paper conducts comprehensive analysis on the factors such as labour force,
cultivated land and agricultural mechanization in order to enhance the prediction
precision of the new-generation rural labour force transfer trend in China, fully
considers important impetus of the urban-rural income gap for labour force transfer
and establishes the prediction model of the rural labour force transfer; besides,
it learns the rural labour force transfer trend model and make predictions by aid
of the statistical method based on the maximum entropy, meanwhile, improves the
traditional sample estimation model aiming at its large deviation based on the weight
probability moment algorithm.

2. Rural labour force transfer prediction model

The rural labour force system is a subsystem in the society,which is composed
of three basic factors such as person, land and agricultural machinery. The factors
influencing the number of the rural labour force occupy a large number, including
the quantitative factors and qualitative factors. The author conducts comprehen-
sive analysis from the perspectives of labour force, cultivated land and agricultural
mechanization: when the number of the population and the cultivated land as well
as the agricultural mechanization level change, the number of the rural labour force
will be affected, and the urban-rural income gap is the impetus for the rural labour
force flowing into the cities. However, with the increasing in the seeded area of the
commercial crop, more labour forces are needed in rural areas,and the number of
the rural labour force will decrease accordingly. Therefore, it is needed to select the
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population, cultivated land, agricultural mechanization level, urban-rural income
gap and the seeded area of commercial crop to the the set of influencing factors.
Wherein, the agricultural mechanization level is represented by the total power of
farm machinery.

The various influencing factors of the rural labour force are not linearly dependent
with the various statistical indicators, therefore, the nonlinear regression support
vector machine is adopted in the modelling process thus to map the data to the
high-dimensional characteristic space based on a nonlinear mapping and establish a
linear regression function in the space, namely:

f@)=wle(z)+0b. (1)

In the formula, ¢ () represents the nonlinear mapping, w represents the weight
and b represents polarization. In accordance with the structure risk minimization
principle, the f (z) of best approximation should make the risk function minimum:

j= 5 Il O S L () w). @)
i=1

In the formula, C' represents the penalty factor, and the insensitive dissipation
function L (-) can be presented as:

L(f(2i),y:) = lyi —{w, ¢ (i) — b} — €] . (3)

In the formula, ¢ represents the minimum allowable error. Introduce the slack

variables & and &, the formula (2) will become:

K2

1

=3 Il + O (6 +€). (@)
i=1

The constraint conditions are:

{wT¢(zi)+bi—y1§s+£Z‘,§;‘ >0,

5
yi —wlo (x) — by < e+ €70, ®)

In accordance with the duality principle, lagrangian multiplier method and ker-
nel function technology, the minimum risk function in the formula (4) can be trans-
formed into the following quadratic programming problem:

n

n n
. 1
minj = Zyi (af — ) — 62042‘ ~3 Z (af — ) (a;-‘ —aj)K (z;,z;) . (6)
i=1 i=1 i,j=1
The constraint conditions are:

Z(af—a)zo;af,aiG[O,C],izl,K,n. (7)

i=1
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3. The maximum entropy weight probability moment
3.1. The mazximum entropy method

The concept of entropy is firstly raised from the thermodynamics to be used for
measuring the system instability, which provides a wide application prospect for the
engineering and theory. If the parameter x is defined as the random variable in the
space R, and its probability distribution P(X = Xj) = px, k = 1,2,3,--+ ,n, the
entropy calculation of the parameter z will be [11~12] :

H=-> pilnp. (8)
k>1

Similar to the concept of the above-mentioned discrete variable, if the variable x
is defined as the random variable in the space R, it will be in the continuous form
and its probability density will be f(z), and the entropy calculation of the variable
x will be as follows:

H:/Rf(x) In f(z)dz . (9)

In the formula (9), if f(x) =0, f(z)In f(z) = 0.
In accordance with the definition for the maximum entropy, the minimum devi-
ation distribution model of the variable z in the space R can be defined as:

max H = 7/ f(z)In f(z)dx

r (10)

s.t./m"f(x)dx:un,x:0,1,2,~~ , N
R

In the formula (10), N represents the order of the largest sample probability
moment; pu, represents the sample probability moment; m represents the relevant
data sample number in the training process; x; represents the variable i. The sample
probability moment can be defined as:

1 m

Cn = — Z(x — )" (12)

In the formula (11~12), the parameter ¢, represents the central moment of n-
order, which can realize the mutual conversion in its original origin moment g, with
the form of binomial conversion. In accordance with the lagrange method[13~14],
solve the probability density based on the maximum entropy principle by aid of the
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traditional variational method:

N
F@, X0, A1, An) = exp(ho + D Ana™) . (13)

n=1

In the formula (13), the parameters including \;,i = 0,1,--- , N represent the i-
order moment constrained in lagrange method. In accordance with the formula (13),
the probability density f(z) can be calculated after determining \;,s =0,1,--- , N.

3.2. Weight probability moment

If the variable is « defined in the space R, the accumulation function related to
it has the distribution form F'(z) = P(X < z) and the inverse function z = z(F)
of the subfunction can be obtained, the weight probability moment of the above
functions can be calculated as follows[15]:

My = /01 [x(F))'F"(1 — F)*kdF. (14)

In the formula (14), the subscripts i, n and k are real numbers. It is known that
the weight probability moment is the expanded evolution based on the traditional
classic moment which can be taken as a special situation of the weight probability
moment, wherein, two kinds of probability moments are usually adopted:

1
Type 1: o, = My gy = / z(F)(1 — F)kdF (15)
0

1
Type 2: 8, = Mino = /o [x(F)|F"dF . (16)

Rank the samples and get the orders 1 <z <--- < z,,_1 < 7, and then the
forms of a; and b,, will be shown as follows:

o[RSl Y Sl | S

i=1

w2 {5 T/ ) )

In the formula (17~18), k =0,1,--- ,;m—1,n=10,1,--- ,m—1, L= ﬁ'),n,

Because the parameter estimation and calculation strategy based on the weight
probability moment presents little sensibility in the small sample application, it
shows higher robustness compared with the classic moment, which realizes the zero-

error evaluation on the sample rule.
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3.3. Weight probability moment and inverse cumulative
distribution function

If the variable z in the research is non-negative and random, the parameter 3,, can
be taken as the inverse cumulative moment of distribution model, and the following
relational expression can be obtained:

EWﬂ:AfWqu:A[dem. (19)

In the formula (19), du = dF(z) = % In accordance with the parameter
model 8,, a certain similarity correlation can be established between z(u) and u
and f(x) and x combined with the formula (19), and the following conversion and

mapping model will exist:

r(u)du  x(u)du .

dTl'(u) = =
(u) fol x(u)du Bo

(20)

Based on the parameter dT', the weight probability moment 3, can be changed
and deduced in its form:

1
ﬁn :ﬂO/O UndT(U),TL: 1727"' 7N' (21)

In the formula (21), By represents the sample average. [,/5p represents the
n-order moment of x (u) in the inverse accumulative process.Similarly, the inverse
accumulative n-order moment form of the function (1 —wu) can be defined as oy, /ayp.
When 8y = 1, 3, represents the n-order inverse accumulative distribution of x(u).
In summary, the inverse accumulative maximum entropy function distribution form
can be shown as follows:

me:—A}mmmwm

1 (22)
s.t./ wz(u)du = by,,n=0,1,2,--- /N
0
For the model (22), the solution is:
N
x(u, )\Oa )‘17 T a)‘n) = exp()\o + Z )‘nun) . (23)

n=1

It can be known from comparing the formula (10) and the formula (23) that if
the original definitional domain interval is changed and the constraint in the model
(23) is same to the classic moment in the form, the formula (18) will present the
probability density, the constraint will represent the weight probability moment
and the formula (18) will present the inverse accumulative form of the distribution
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function.

4. Parameter estimation
4.1. Computational formula
Firstly, determine the above-mentioned multiplier parameters A;,¢ =0,1,--- , N,
and the result can be obtained as follows in accordance with the equivalence relation

between the sample average and the zero moment presented in the inverse accumu-
lative function distribution:

1 N
/ exp(Ag + Z Ant")du = by . (24)
0

n=1

In the formula (24), multiply the factor e=*° at the same time in the two sides:

1 N
/ exp( Z Apu™)du = e~ by . (25)
0 n=1
Conduct derivative operation aiming at A:

O\ ! al
7)\0 0 _ n n
bo 0w —/0 u" exp (ng_l Antl )du. (26)

And the result shows that:
o by

/0 2
o\, bo 27)
In L um exp Z Anu™
0o
— = (28)
oA,
f exp Z Anu™
The result can be obtained in accordance with the formula (27~28):
N
Jo ™ exp( Y0 Apu™)du
o n=1
bn = bo = : (29)
I exp( Y2 Apun)du
n=1

The formula (29) represents the N-group equation established based on the pa-
rameters \;,¢ = 0,1,--- , N.In order to facilitate the numerical calculation, modify
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the formula (24) as follows:

M=

Apu™)du
! . (30)
Apu™)du

fol u™ exp(

anl—bo

Mzli

by fol exp(

Il
-

n

Solve the optimization objective:

N
minQ =" Q3. (31)

n=1

Based on the Jacoby calculation strategy, formulate the computer software code
to conduct iterative solution for the formula (31) and know A;,s =0,1,--- | N.

4.2. Algorithm steps

Step 1: Rank the samples related to educational training;

Step 2: Rank the different-order samples of the weight probability moment in
accordance with the historical educational sample data, and set the 6-order moment
to be the upper limit in order to guarantee the consistency;

Step 3: Establish the objective (31) to be the model residual and set its initial
value;

Step 4: Call related program to optimize the algorithmy;

Step 5: Identify the targeted convergence, transfer to step 7 if the convergence
can be realized and transfer to step 6 on the contrary;

Step 6: Conduct recalculation based on other initial values and then transfer to
step 4;

Step 7: Calculate the value of A\;,i =0,1,---, N, and output the final result;

Step 8: End the calculation.

5. Experiment analysis
5.1. Numerical examples

Take the Pareto distribution as the tested numerical value objects, verify the
feature difference between the classic moment and the weight probability moment in
the paper through experiment, and conduct simulation research based on practical
examples. )

1-— [1fc§]c,c7£0
F(z)=u= d

1—exp<—§>,c:0

The weight probability moment of the inverse accumulative function of the model

(32)
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shown in the formula (32) presents two kinds of forms, such as the above-mentioned
type 1 and type 2. And the result will show that:

d c
v () = E[l—(l—u)]7c7é0 (33)

—dlog(1—u),c=0

In accordance with the feature of the statistical data, the LaGrange parameter
based on the maximum entropy can be calculated by aid of the different values of
order k. See figure 1~2 for the different features between the theoretical calculation
data and the statistical data. Wherein, select the confidence of 95% in the theoretical
data calculation, namely x2 hypothesis testing in essence.

Fig. 1. Probability density function of type 1
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Fig. 2. Probability density function of type 2

5.2. Empirical analysis

Based on the practical situation of the rural labour force transfer in the Ningxia
Hui Autonomous Region, conduct simulation testing by aif of the Matlab7.0 software
in accordane with the maximum entropy statistics prediction model in the formula
(8). Besides, select the data related to the rural labour force transfer from 1990 to
2002 to be the indicator system of the prediction model, wherein, the related data
from 1990 to 1997 are taken as the training set for establishing the prediction model



1608 ZHAOXI WU

and the related data from 1998 to 2002 are taken as the testing set of the prediction
model, see form 1 for details.

Form 1. Maximum entropy statistics modeling data

X1 /ten X2/ ten X3 /ten X5 /ten

Year thousanii people thousa/nd hm? thousénd W X4/ Yuan thousafld hm? Y

1990 354.29 79.6 191105 676.27 16.5 220.89
1991 359.98 79.8 202687 783.40 17.2 222.96
1992 365.69 80. 1 212126 984.24 16.6 223.88
1993 371.30 80.3 217581 1239.90 17.5 227.09
1994 369. 55 80. 6 228601 1747.20 18.1 228.35
1995 374.43 80.7 241463 1989.48 19.4 230.93
1996 380.43 81.3 255986 1860.82 19.5 230.94
1997 382. 24 127.1 288432 1885.92 19.6 231.10
1998 384.35 127. 5 316183 1889.31 18.6 231.95
1999 387.89 128. 0 377934 2682.20 19.5 236.22
2000 395.09 129.3 380633 3188.10 20.9 236.45
2001 399.29 129. 9 407623 3721.07 22.6 242.19
2002 402.75 129.2 477513 4150.08 26.7 246.95

Conduct normalization processing on the original data, conduct training and
testing respectively based on the determined training sets and testing sets, and get
all parameters of the maximum entropy statistics regression model. In the testing,
select the radial basis function for the maximum entropy statistics kernel function
K, besides, adopt the LOO Cross-validation method in the training process in order
to obtain the stable model thus to obtain the error rates of various cross validations
and adopt the corresponding values of § and C' when the model reaches to the
minimum error rate. Meanwhile, the width ¢ of the radial basis function is 1.256e-3,
the penalty factor is 279 and the minimum allowable error € is 0.0001. See form 2
for the predicted value of the rural labour force transfer prediction model and the
forecast error, and the absolute error of the model prediction is 1. 90%~5.27%.
Figure 3 shows the resolute error of the rural labour force transfer prediction model.

Form 2. Comparison among the predicted results of the model

Aetual migration Aetual Model forecast value/
Year migration value/ten Aetual migration Forecast relative error/%
thousand people value/ten thousand people
1998 231.95 238.12 2. 66
1999 236.22 240.73 1.09
2000 236.45 231.06 -2.30
2001 242.19 251.08 3. 67
2002 246.95 259.97 5. 27

The average error output from the prediction model is 2.25%, besides, the average
relative error is 3.16% and the mean square error is 81900 people. It can be known
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Fig. 3. Predict the relative error

from the predicted result that the prediction accuracy of the rural labour force
transfer prediction model based on maximum entropy statistics is higher, which can
be used for predicting the rural labour force transfer.

6. Conclusion

Based on the current rural labour force transfer prediction algorithms such as
comparison point estimation, interval estimation, variance estimation, regression es-
timation, Markov chain method, GM (1,1) and evolutionary game theory, the paper
puts forward to establish the rural labour force transfer prediction model based on
the maximum entropy statistics through analyzing the feature of the maximum en-
tropy statistics theory. In addition, it takes the quantitative indicators influencing
the rural labour transfer in the Ningxia Hui Autonomous Region , including popula-
tion, cultivated area, agricultural mechanization level, urban-rural income gap and
seeded area of the commercial crop as the input characteristics of the model, and
analyzes the prediction accuracy of the prediction model through simulation testing.
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